Determination of the composition of sialoliths composed of carbonate apatite and albumin using artificial neural networks
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Abstract

The determination of the components of the sialoliths is important both from the point of view of chances for a successful medical treatment of the patients and because the prevention of further re-occurrence of sialolithiasis depends upon the knowledge of the nature of the constituents of the concrements. Despite the fact that infrared spectroscopy is widely used for the determination of the composition of sialoliths, urinary calculi and bladder stones, we found no data for any chemometric method developed for such purposes. Here, a method is presented for quantitative determination of the content of salivary calculi composed of albumin and carbonate apatite (one of the most often found constituents in the analyzed calculi from the patients from Macedonia) using artificial neural networks (ANN). The results were checked on real samples using the standard addition method. The precision of the method was estimated using the relative standard deviation, which shows that it is suitable for routine analysis.
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1. Introduction

Sialoliths are common in submandibular glands and, to a lesser degree, in the parotid gland where they are formed as a result of crystallization of the salivary solutes. A number of studies of the structure and composition of sialoliths were found in the literature [1–6]. An accurate determination of their composition could help finding the reason for their appearance and preventing further formation of stones.

In order to obtain more reliable results, it is desirable to use, whenever possible, automated analytical procedures, which could minimize the role of the analyst. Although the present-day laboratory equipment gives an opportunity to collect digital signals suitable for further treatment, we did not find any data about chemometric techniques applied to the determination of the quantitative composition of salivary calcui. This is why, as an extension of our studies in which infrared spectroscopy coupled to chemometric treat-
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ment was applied to another type of concrements (urinary calculi) [7,8], we tried to use the same instrumental and mathematical techniques for the analysis of salivary calcui. As a first step in that direction, we decided to investigate a simple (yet, realistic) system consisting of carbonate apatite and albumin.

The proposed method is based on the fact that infrared spectroscopy can provide information about the exact chemical individuality of the constituents since the IR spectrum is characteristic for a given compound. In addition to that, the duration of the analysis is about 15 min and only about 1 mg of sample is required (if necessary it can be reduced down to 20–30 μg), this being particularly important for studying the nucleation processes.

In the present work, the infrared spectra of artificial mixtures of the two mentioned components and of real samples were treated using artificial neural networks (ANNs). Application of different types of ANNs in the field of chemistry and related sciences varies from function ap-
...procedure found in the literature [17] while albumin was a Merck product. The spectra of both substances were compared with spectra from the database [18] and showed no significant differences. Mixtures of solid carbonate apatite and albumin were prepared in order to optimize the networks for the prediction of the composition of real samples.

The spectra of the pure substances (Fig. 1) as well as those of the mixtures were recorded in the 2000–900 cm$^{-1}$ region on an FTIR Perkin-Elmer System 2000 instrument from KBr pellets containing 1 mg sample and 250 mg KBr. The resolution was 4 cm$^{-1}$ and the sampling interval was 1 cm$^{-1}$ (this gives a total number of 1100 absorbance values) using 32 scans for both the samples and the background (a pellet consisting solely of 250 mg KBr).

2.1. Data analysis

Thirty mixtures were prepared according to the mixture design presented in Fig. 2. The collected spectra were exported in ASCII format and stored in a single data matrix.

The spectra were then offset corrected so that the minimum value for the absorbance in the region becomes zero. The normalization of the spectra to unit area was also carried out in order to minimize the influence on the absorbance of the measured mass of the sample. To make the training procedure faster and to reduce the complexity of the model, principal component analysis (PCA) was applied to the data matrix consisting of normalized spectra. The principal components (PCs) capturing 100% of the variance in the normalized data matrix were used as an input data to the neural networks. The mass fractions of the constituents were stored in another data matrix.

As shown in Fig. 2, the data were divided into three subsets: a training, a validation and a test set. This is necessary when early stopping procedure, as in this case, is applied for control of the generalization abilities of the network [19]. The first two sets were used during the optimization of the network. The training set was used for computing and adjusting the weights and biases. The validation set was used to supervise the performances of the networks during the training process in order to avoid overfit of the data—an effect that could give rise to trained networks with poor generalization abilities. At the beginning of the training, the sum-squared error (SSE) in both sets decreases. However, when the network starts to overfit the data, the SSE in the validation set starts to increase. When the latter happens in five consecutive steps, the training is stopped and the weights and biases, which correspond to the minimum of the SSE in the validation set, are returned.

The optimizations of the three-layered cascade-forward neural networks were performed with the Levenberg–Marquardt algorithm [20] for back-propagation of errors. The training of the networks was stopped when the performance goal of SSE equal to $10^{-3}$ was reached or when the error in the validation set increased for five consecutive iterations.

In order to select the optimal number of principal components in PLS regression model, training and validation sets were used for calibration (using cross-validation with leave-one-out technique). In order to find optimal number of PCs for prediction of the constituents of the calculi predictive residual sum of squares (PRESS) was calculated:

$$PRESS = \sum_{i=1}^{n} (\hat{y}_i - y_i)^2$$

where $n$ is the number of samples in the set, $\hat{y}_i$ and $y_i$ are the predicted and actual mass fraction of that constituent in
Fig. 3. Cascade-forward neural network.

The minimum of the PRESS as a function of number of PCs indicates the optimal number of principal components, which were used for detection of composition of the samples.

The predictive abilities of the PLS regression model and of different optimized ANN architectures were checked calculating, for the test set, the standard error of prediction (SEP) which is defined as:

\[ SEP = \left( \frac{1}{n} \sum_{i=1}^{n} \left( \bar{w}_i - w_i \right)^2 \right)^{1/2} \]

where \( \bar{w}_i \) is the predicted mass fraction of the analyzed constituent in the \( i \)-th sample, \( w_i \) the actual mass fraction of that constituent in the \( i \)-th sample, and \( n \) is the number of the samples in the test set.

The MATLAB software package was used for data processing. The ANN were optimized using its Neural Network Toolbox [21]. The PLS regressions model was developed using the Chemometric Toolbox for MATLAB.

3. Results and discussion

3.1. Optimization of the neural networks

The three-layered cascade-forward neural network architecture (Fig. 3) with best performances was sought out by changing the number of input neurons (from 1 to 11) and the number of hidden neurons (from 1 to 10).

The cascade-forward neural networks could be, as a rule, easily optimized with a smaller number of neurons in the hidden layer in comparison with the feed-forward neural networks [22]. With direct connections from input to output neurons with a linear transfer function, the cascade-forward neural networks behave as a multivariate linear regression. On the other hand, the neurons with a sigmoid transfer function in the hidden layer are capable of modeling the present non-linearities not captured by the input data and the linear part of the ANN.

The optimization of each of the network architectures was repeated 10 times in order to decrease the influence of the random initialization of weight and biases on SEP.

The training process was most often stopped as a consequence of the increase of the SSE for the validation set. During the training of the different network architectures, as a role, with the increase of the number of neurons, the number of iteration cycles necessary to reach the optimal values of the weight and biases, also increases but this parameter is not monitored when early stopping is used.

The network architecture giving the best performances was chosen from Fig. 4 where the average SEP (calculated from repetitions of the trainings of all different architectures) as a function of the number of input neurons and hidden neurons is presented. The ANN architecture giving the best performances is that trained with three input neurons and with two neuron in the hidden layer (SEP_albumin = 0.037 and SEP_carbonateapatite = 0.038). Although the early stopping procedure used here for control of generalization abilities of the ANNs may be criticized for reduction of the number of data available for direct training [23] we have experienced that in cases where the deviations from linear behavior are not so enhanced, good results are obtained [8,22,24].

3.2. PLS regression optimization

Using the same data set and PLS1 algorithm the optimal number of principal components for PLS regression model was determined using cross-validation. The optimal number of PCs for albumin is three. The corresponding SEP for the samples in the test set for albumin, using three principal components is 0.055. The optimal number of PCs for de-
Table 1
Predicted and calculated mass fractions for the component of some of the analyzed calculi using ANN with best performances

<table>
<thead>
<tr>
<th>Sample no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albumin</td>
<td>0.262</td>
<td>0.352</td>
<td>0.664</td>
<td>0.355</td>
<td>0.385</td>
</tr>
<tr>
<td>Carbonate apatite</td>
<td>0.738</td>
<td>0.648</td>
<td>0.336</td>
<td>0.645</td>
<td>0.615</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample no.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albumin</td>
<td>0.257</td>
<td>0.304</td>
<td>0.712</td>
<td>0.429</td>
<td>0.601</td>
</tr>
<tr>
<td>Carbonate apatite</td>
<td>0.737</td>
<td>0.688</td>
<td>0.243</td>
<td>0.601</td>
<td>0.589</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Difference between calculated and predicted mass fractions of the samples after standard addition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albumin</td>
</tr>
<tr>
<td>0.005</td>
</tr>
<tr>
<td>0.047</td>
</tr>
<tr>
<td>−0.048</td>
</tr>
<tr>
<td>−0.074</td>
</tr>
<tr>
<td>−0.029</td>
</tr>
<tr>
<td>Carbonate apatite</td>
</tr>
<tr>
<td>0.001</td>
</tr>
<tr>
<td>−0.039</td>
</tr>
<tr>
<td>0.093</td>
</tr>
<tr>
<td>0.044</td>
</tr>
<tr>
<td>0.026</td>
</tr>
</tbody>
</table>

The standard error of prediction for the constituents of the samples in the test set obtained using the cascade-forward ANN are better than that obtained by PLS regression, which, as previously stated, proves that the ANN are a superior tool for modeling the relationship between absorbance and mass fraction of constituents [8].

3.3. Analysis of real samples

The network architecture with the best performance was used to analyze the real samples. The obtained results were checked using the standard addition method: All analyzed salivary calculi were homogenized before recording their infrared spectra. After the spectra have been recorded, to each of the five selected samples (with the exactly known mass—about 100–150 mg) a portion of the standard (albumin or carbonate apatite) with a precisely known mass (10–20 mg) was added. The samples were again homogenized and their infrared spectra recorded.

The masses of the constituents in the samples before and after the standard addition were determined by the same neural network. The calculated mass fractions of the samples after standard addition and predicted mass fractions of these samples are presented in Table 1. The absolute values of the differences between the predicted and calculated mass fraction in most cases are lower than 0.05. The largest discrepancies for the mass fraction of carbonate apatite were found in the sample #3, whereas in the sample #4 such is the case with albumin. The precision of the method was estimated by the values of the relative standard deviation over three analysis of each sample (the mass fractions were obtained using three recorded infrared spectra from the same calculi samples using same neural network—the one with best performances) presented in Table 2. In most cases, the values of the relative standard deviation are lower than 5%. The values of the relative standard deviation satisfy the criteria for analytical methods used for routine analyses according to Püschel [25].

4. Conclusion

Cascade-forward artificial neural networks were used for predicting the composition of salivary calculi consisting of albumin and carbonate apatite. In this case, the networks with two neurons in the hidden layer and three input neurons exhibit the best performance in predicting the content of albumin and carbonate apatite in the calculi composed of these two substances. It was found that ANNs have better prediction abilities than the method based on PLS regression. The procedure described here is consisted of many steps of data treatment, which could make this method complicated for routine use in clinical laboratories, but it could be relatively easily automated if specialized software with suitable graphical interface is developed.

It is planned to extend the work to other combinations of constituents known to be present in the salivary calculi.
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